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9-2b Data Patterns in Time Series

Statistical methods of forecasting are based on the analysis of historical data, called a time series. 4

of time. A time series provides the data for understanding how the variable that we wish to forecast

has changed historically. For example, the daily ending Dow Jones stock index is one example of a
time series; another is the monthly volume of sales for a product. To explain the pattern of data in a
time series, it is often helpful to think in terms of five characteristics: trend, seasonal, cyclical,
random variation, and irregular (one-time) variation. Different time series may exhibit one or more
of these characteristics. Understanding these characteristics is vital to selecting the appropriate

forecasting model or approach.

exhibit random fluctuations, a trend shows gradual shifts or movements to relatively higher or lower
values over a longer period of time. This gradual shifting over time is usually due to such long-term
factors as changes in performance, technology, productivity, population, demographic characteristics,

and customer preferences.
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Irends can be increasing or decreasing and can be linear or nonlinear. £Exhibit 9.2 shows various
trend patterns. Linear increasing and decreasing trends are shown in Exhibit 9.2(a) and (b), and

nonlinear trends are shown in Exhibit 9.2(c) and (d).

Exhibit 9.2 Example Linear and Nonlinear Trend Patterns
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time. Seasonal patterns may occur over a year; for example, the demand for cold beverages is low
during the winter, begins to rise during the spring, peaks during the summer months, and then begins
to decline in the autumn. Manufacturers of coats and jackets, however, expect the opposite yearly
pattern. Exhibit 9.3 shows an example of natural gas usage in a single-family home over a two-year

period, which clearly exhibits a seasonal pattern.
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I Exhibit 9.3 Seasonal Pattern of Home Natural Gas Usage
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‘We generally think of seasonal patterns occurring within one year, but similar repeatable patterns
might occur over the weeks during a month, over days during a week, or hours during a day. For
instance, pizza delivery peaks on the weekends, and grocery store traffic is higher during the evening
hours. Likewise, customer call center volume might peak in the morning and taper off throughout the

day. Different days of the week might have different seasonal patterns.

Selecting the right planning horizon length and time bucket size for the right situation is an

important part of forecasting.
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common example of a cyclical pattern is the movement of stock market values during “bull” and

“bear” market cycles.

ion (sometimes called noise) is the unexplained deviation of a time series from a

predictable pattern such as a trend, seasonal, or cyclical pattern. Random variation is caused by
short-term, unanticipated, and nonrecurring factors and is unpredictable. Because of random

variation, forecasts are never 100 percent accurate.

surge in demand for building materials, food, and water. After the 9/11 terrorist attacks on the United

States, many forecasts that predicted U.S. financial trends and airline passenger volumes had to be

discarded due to the effects of this one-time event.
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9-2c Forecast Errors and Accuracy

All forecasts are subject to error, and understanding the nature and size of errors is important to
making good decisions. We denote the historical values of a time series by Ay, 4s, ..., A;. In general,
A represents the value of the time series for period z. We will let F; represent the forecast value for
period £. When we make this forecast, we will not know the actual value of the time series in period ¢,
A;. However, once A4, becomes known, we can assess how well our forecast was able to predict the

actual value of the time series.

A; — F;. Because of the inherent inability of any model to forecast accurately, we use quantitative

measures of forecast accuracy to evaluate how well the forecasting model performs. Clearly, we want

to use models that have small forecast errors. Generally, three types of forecast error metrics are used.

Mean square error, or MSE, is calculated by squaring the individual forecast errors and then

averaging the results over all T periods of data in the time series.
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MSE is probably the most commonly used measure of forecast accuracy. (Sometimes the square root

of MSE is computed; this is called the root mean square error, RMSE.)

Another common measure of forecast accuracy is the mean absolute deviation (MAD), computed as

¥|A; — Fy

MAD =
AD T
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A third measure of forecast error is the mean absolute percentage error (MAPE):

Z[(A: — F)/Aq| x 100

MAPE =
T

This is simply the average of the percentage error for each forecast value in the time series.
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A major difference between MSE and MAD is that MSE is influenced much more by large forecast
errors than by small errors (because the errors are squared). The values of MAD and MSE depend on
the measurement scale of the time-series data. For example, forecasting profit in the range of millions
of dollars would result in very large values, even for accurate forecasting models. On the other hand,
a variable like market share, which is measured as a fraction, will always have small values of MAD
and MSE. Thus, the measures have no meaning except in comparison with other models used to
forecast the same data. MAPE is different in that the measurement scale factor is eliminated by
dividing the absolute error by the time-series data value. This makes the measure easier to interpret.
The selection of the best measure of forecasting accuracy is not a simple matter; indeed, forecasting
experts often disagree on which measure should be used. However, MSE generally is the most

popular.
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9-3 Statistical Forecasting Models

based on the assumption that the future will be an extrapolation of the past. Many different
techniques exist; which technique should be used depends on the variable being forecast and the time
horizon. Statistical methods can generally be categorized as time-series methods, which extrapolate
historical time-series data, and regression methods, which extrapolate historical time-series data but

can also include other potentially causal factors that influence the behavior of the time series.

Widely varying statistical forecasting models have been developed, and we cannot discuss all of

them. However, we present some of the basic and more popular approaches used in OM applications.
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9-3a Simple Moving Average

The simple moving average concept is based on the idea of averaging random fluctuations in a time

for the next period (¢ + 1), which we denote as Fy, 1, for a time series with ¢ observations is

F;;1 = ¥(most recent “k” observations)/k

=A+ A4+ Ao+ + A k) /k

MA methods work best for short planning horizons when there is no major trend, seasonal, or
business cycle patterns—that is, when demand is relatively stable and consistent. As the value of £
increases, the forecast reacts slowly to recent changes in the time series because older data are
included in the computation. As the value of k decreases, the forecast reacts more quickly. If a
significant trend exists in the time-series data, moving-average-based forecasts will lag actual
demand, resulting in a bias in the forecast. Solved Problem 9.2 illustrates the calculations for moving

average forecasts.
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9-3b Single Exponential Smoothing

time-series values to forecast the value of the time series in the next period. SES forecasts are based
on averages using and weighting the most recent actual demand more than older demand data. SES

methods do not try to include trend or seasonal effects. The basic exponential smoothing model is

Fii=aA +(1-a)F,
= F't + Q(At — Ft)

where « is called the smoothing constant (0 < o < 1). To use this model, set the forecast for period 1,

F, equal to the actual observation for period 1, A;. Note that F, will also have the same value.

Using the two preceding forms of the forecast equation, we can interpret the simple exponential
smoothing model in two ways. In the first model shown in Equation 9.5, the forecast for the next
period, F,, is a weighted average of the forecast made for period ¢, F;, and the actual observation in

period ¢, A;. The second form of the model in Equation 9.5, obtained by simply rearranging terms,
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9-3c Finding the Best Forecasting Model

We usually do not know whether a moving average model or exponential smoothing model will work
best. Sophisticated statistical software can identify the best parameters and models automatically.
However, with Excel, the only way is to experiment with different models using historical data and
comparing error metrics. The Excel forecasting templates we have illustrated allow you to easily
change the value of k for moving averages or the value of « for exponential smoothing and compare

MSE. Solved Problem 9.4 provides an example.
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9-4 Regression as a Forecasting Approach

single dependent variable and one or more independent variables, all of which are numerical.
Regression analysis has wide applications in business; however, we will restrict our discussion to
simple applications in forecasting. Supplement A: Probability and Statistics, provides a review of
regression analysis and an application of Excel’s Data Analysis regression tool. We will first consider
only simple regression models in which the value of a time series (the dependent variable) is a

< function of a single independent variable, time.

A simple regression model for forecasting uses the linear function

Y: =a-+bt
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where Y; represents the value of the dependent variable, and ¢ represents time. If we can identify the
best values for a and b, which represent the intercept and slope of the straight line that best fits the
time series, we can forecast the value of Y for the next time period, ¢ + 1 by computing

}/tJrl :a+b(t+1).

Simple linear regression finds the best values of a and b using the method of least squares. The
method of least squares minimizes the sum of the squared deviations between the actual time-series

values (4;) and the estimated values of the dependent variable (Y;).
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9-4b Causal Forecasting Models with
Multiple Regression

In more advanced forecasting applications, other independent variables such as economic indexes or
demographic factors that may influence the time series can be incorporated into a regression model.
variable is called a multiple linear regression model. We illustrate the use of multiple linear

regression for forecasting with causal variables in Solved Problem 9.6.
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9-5 Judgmental Forecasting

no historical data are available, only judgmental forecasting is possible. But even when historical dat
are available and appropriate, they cannot be the sole basis for prediction. The demand for goods and
services is affected by a variety of factors such as global markets and cultures, interest rates,
disposable income, inflation, and technology. Competitors’ actions and government regulations also
have an impact. Thus, some element of judgmental forecasting is always necessary. One interesting
example of the role of judgmental forecasting occurred during a national recession. All economic
indicators pointed toward a future period of low demand for manufacturers of machine tools.
However, the forecasters of one such company recognized that recent government regulations for
automobile pollution control would require the auto industry to update its current technology by

purchasing new tools. As a result, this machine tool company was prepared for the new business.
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close to the end consumer, such as salespeople, about the customers’ purchasing plans. A more

| consists of forecasting by

expert opinion by gathering judgments and opinions of key personnel based on their experience and
knowledge of the situation. In the Delphi method, a group of people, possibly from both inside and
outside the organization, is asked to make a prediction, such as industry sales for the next year. The
experts are not consulted as a group so as not to bias their predictions—for example, because of
dominant personalities in the group—but make their predictions and justifications independently. The
responses and supporting arguments of each individual are summarized by an outside party and
returned to the experts along with further questions. Experts whose opinions fall in the midrange of
estimates as well as those whose predictions are extremely high or low (i.e., outliers) might be asked
to explain their predictions. The process iterates until a consensus is reached by the group, which
usually takes only a few rounds. Other common approaches to gathering data for judgmental

forecasts are surveys using questionnaires, telephone contact, and personal interviews.
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9-6 Forecasting in Practice

In practice, managers use a variety of judgmental and quantitative forecasting techniques. Statistical
methods alone cannot account for such factors as sales promotions, competitive strategies, unusual
economic or environmental disturbances, new product introductions, large one-time orders, labor
union strikes, and so on. Many managers begin with a statistical forecast and adjust it to account for
such factors. Others may develop independent judgmental and statistical forecasts and then combine
them, either objectively by averaging or in a subjective manner. It is impossible to provide universal
< guidance as to which approaches are best, for they depend on many things, such as the presence or
absence of trends and seasonality, the number of data points available, length of the forecast time

horizon, and the experience and knowledge of the forecaster.
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The first step in developing a practical forecast is to understand its purpose. For instance, if financial
personnel need a sales forecast to determine capital investment strategies, a long (two- to five-year)
time horizon is necessary. For such forecasts, using aggregate groups of items is usually more
accurate than using individual-item forecasts added together. These forecasts would probably be
measured in dollars. In contrast, production personnel may need short-term forecasts for individual
items as a basis for procurement of materials and scheduling. In this case, dollar values would not be
appropriate; rather, forecasts should be made in terms of units of production. The level of aggregation
often dictates the appropriate method. Forecasting the total amount of soap to produce over the next
planning period is certainly different from forecasting the amount of each individual product to
produce. Aggregate forecasts are generally much easier to develop, whereas detailed forecasts require

more time and resources.
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The choice of a forecasting method depends on other criteria as well. Among them are the time span
for which the forecast is being made, the needed frequency of forecast updating, data requirements,
the level of accuracy desired, and the quantitative skills needed. The time span is one of the most
critical criteria. Different techniques are applicable for long-range, intermediate-range, and short-
range forecasts. Also important is the frequency of updating that will be necessary. For example, the
Delphi method takes considerable time to implement and thus would not be appropriate for forecasts

that must be updated frequently.
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Forecasters should also monitor a forecast to determine when it might be advantageous to change or
tendency of forecasts to consistently be larger or smaller than the actual values of the time series.
The tracking method used most often is to compute the cumulative forecast error divided by the value

of MAD at that point in time; that is,

(A - F)

ine sienal —
Tracking signa MAD

Typically, tracking signals between plus and minus 4 indicate that the forecast is performing

adequately. Values outside this range indicate that you should reevaluate the model used.
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Forecasting and Demand Planning

Organizations make many different types of forecasts. Consider a consumer products company, such
as Procter & Gamble, that makes many different goods in various sizes. Top managers need long-
range forecasts expressed in total sales dollars for use in financial planning and for sizing and
locating new facilities. At lower organizational levels, however, managers of the various product
groups need aggregate forecasts of sales volume for their products in units that are more meaningful
to them—for example, pounds of a certain type of soap—to establish production plans. Finally,
managers of individual manufacturing facilities need forecasts by brand and size—for instance, the
number of 64-ounce boxes of Tide detergent—to plan material usage and production schedules.
Similarly, airlines need long-range forecasts of demand for air travel to plan their purchases of
airplanes, and short-term forecasts to develop seasonal routes and schedules; university
administrators require enrollment forecasts; city planners need forecasts of population trends to plan
highways and mass transit systems; and restaurants need forecasts to be able to plan for food

purchases.
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Accurate forecasts are needed throughout the value chain, as illustrated in Exhibit 9.1, and are used
by all functional areas of an organization, such as accounting, finance, marketing, operations, and
distribution. Forecasting is typically included in comprehensive value chain and demand-planning
software systems. These systems integrate marketing, inventory, sales, operations planning, and
financial data. For example, the SAP Demand Planning module enables companies to integrate
planning information from different departments or organizations into a single demand plan. Some
software vendors are beginning to use the terms demand planning or demand chain instead of supply
chain. This highlights the fact that customers’ wants and needs define the customer benefit package,

and that customer demand pulls goods and services through the supply chain.
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Exhibit 9.1 The Need for Forecasts in a Value Chain
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9-2 Basic Concepts in Forecasting

Before diving into the process of developing forecasting models, it is important to understand some
basic concepts that are used in model development. These concepts are independent of the type of

model and provide a foundation for users to make better use of the models in operations decisions.
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9-2a Forecast Planning Horizon

Forecasts of future demand are needed at all levels of organizational decision making.

| is the length of time on which a forecast is based. Long-range forecasts cover a planning

horizon of 1 to 10 years and are necessary to plan for the expansion of facilities and to determine
future needs for land, labor, and equipment. Intermediate-range forecasts over a 3- to 12-month
period are needed to plan workforce levels, allocate budgets among divisions, schedule jobs and
resources, and establish purchasing plans. Short-range forecasts focus on the planning horizon of up
to three months and are used by operations managers to plan production schedules and assign
workers to jobs, determine short-term capacity requirements, and aid shipping departments in

planning transportation needs and establishing delivery schedules.
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a year, quarter, month, week, day, hour, or even a minute. For a long-term planning horizon, a firm
might forecast in yearly time buckets; for a short-range planning horizon, the time bucket might be an
hour or less. Customer call centers, for example, forecast customer demand in 5-, 6-, or 10-minute
intervals. Selecting the right planning horizon length and time bucket size for the right situation is an

important part of forecasting.




